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Generative Al and the changing dynamics of clinical consultations

David Fraile Navarro and colleagues consider how generative Al can be safely integrated into
clinical consultations to ensure patient centred decision making and accountability
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Generative artificial intelligence (AI) has moved
rapidly from experiment to everyday use in clinical
encounters. Powered by large language models
(LLMs), generative Al systems generate novel content
in response to prompts rather than following scripted
rules. Clinicians and patients commonly access
generative Al through conversational interfaces such
as ChatGPT that respond in natural language, while
specialised applications such as Al powered medical
scribes are being increasingly adopted for clinical
documentation. Generative AI’s fluent but only
partially verifiable reasoning changes how clinical
knowledge is formed, communicated, and tested
within the doctor-patient relationship, shifting
consultations from exchanging facts to co-producing
explanations.

The consultation is therefore becoming a three way
conversation in which explanations are shaped by
doctor, patient, and Al, creating what we call triadic
care. As part of this shift it is important to record use
of Al so that healthcare systems, researchers,
clinicians, and patients can learn and improve
practice. Openness also clarifies how Al influenced
clinical decision making and supports patient
understanding and trust. When Al use is not explicitly
discussed, it becomes harder to assess its effect on
clinical judgment, patient autonomy, and the
therapeutic relationship.

The challenge for clinicians is to integrate Al in ways
that preserve the benefits while managing potential
risks. This article, part of a BMJ series on use of
generative Al, focuses on consultation based care,
especially primary care, where generative Al most
directly affects communication and decision making.
Other articles in the series will consider the patient
experience and the competencies that clinicians need
to use Al transparently and effectively within the
clinical encounter."?

Al has entered the consultation room

Clinicians report widespread use of Al across
diagnostic support, documentation, patient
communication, and administrative tasks.3 In 2024,
a survey of 1183 US physicians found that two thirds
used Al tools in practice, up from 38% the previous
year.3 In the UK, general practitioners report using
Al for checking drug interactions, diagnostic
suggestions, and drafting letters. Early studies
suggest generative Al can broaden differential
diagnoses and enhance clinical reasoning,> while
ambient scribes reduce documentation burden and
improve the perceived quality of notes.®7
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Patients and carers are also using Al In Australia,
one in 10 adults reports seeking health advice from
ChatGPT.8 People describe using it to search for
explanations, assemble care plans, or seek second
opinions. In one case, a child with tethered cord
syndrome received a diagnosis only after his mother
consulted ChatGPT; in another, a carer used Al to
complete a care plan while awaiting specialist
input.? ° Yet similar systems have misclassified
neurological symptoms, delaying stroke treatment.*

Generative Al is not just another information tool.
Unlike a web search, which yields links, chatbots
deliver synthesised reasoning in natural language.
This can make medical thinking feel co-produced,
extending cognition beyond the individual into
interaction with an artificial partner.’® Patients can
now attempt differential diagnoses once reserved for
specialists, and clinicians can rapidly test hypotheses
about rare diseases.'3

Generative Al also changes how medical knowledge
can be verified. Traditional sources, papers, and
guidelines provide citations that can be checked,
whereas Al provides confident answers without
complete and verifiable reasoning.'# Importantly,
only 19% of users crosscheck chatbot outputs
compared with 50% for search engines,’> yet users
trust Al authored responses as much as those from
doctors, even when inaccurate.'® This changes
something fundamental about medical information:
when neither clinician nor patient can trace how
advice was reached, it becomes something to interpret
rather than verify.

Working without Al may come to feel like working
without the internet: possible, but increasingly
impractical.’” This will shift clinical expertise from
producing answers to interpreting them with patients,
translating Al suggestions, testing them against
clinical context, and weighing them alongside patient
values and lived experience. Generalists who already
integrate uncertainty and conflicting information
may find this transition natural, but the shift is
substantial: from knowing answers to interpreting
Al generated suggestions, from reasoning alone to
helping patients weigh generative explanations
against their own circumstances and values.

Medicine has undergone similar transitions before,
such as when laboratory tests and diagnostic
radiology displaced clinical observation as the arbiter
of truth. But generative Al introduces a different
challenge. The quality of triadic care depends on
whether its reasoning can be examined and tested:
what did the Al consider, why, and with what
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uncertainty? The question is not whether clinicians can adapt, but
whether healthcare systems will provide the infrastructure to make
this adaptation visible, safe, and improvable. Without open
examination of Al responses, doctors and patients may form
different understandings of a condition or its management, making
it harder to build trust and reach shared decisions.

Trust and accountability in triadic care

Al integration in consultations promises better decisions, less
onerous documentation, and potentially stronger relationships. But
how Al use becomes visible matters. Policies remain uneven and
documentation seldom notes AI’s role, making learning and
oversight difficult.> Some patients may hesitate to mention that
they have used Al, just as they feared being dismissed for consulting
“Dr Google.”'8 A brief, non-judgmental prompt, “Have you used Al
to look into this? Shall we review it together?” can reveal patient
use without stigma.

Patients also say they want to know when doctors have used Al,
though preferences vary by age, sex, and income.' 2° In addition,
trust will affect how patients view AI’s contribution. Patients who
already trust their clinician or health system are more likely to
expect Al to help,* while those with lower trust may view Al either
as an alternative authority or with added scepticism. Transparency
must go beyond explaining what the tool does, why it is being used,
and how outputs are monitored. An open discussion of its results,
along with clear explanation of its purpose and oversight, is required
to ensure Al enhances agency rather than erodes confidence.?

Evidence from a US qualitative study using cardiovascular Al
scenarios supports the value of transparency. Participants reported
higher trust in both the clinician and the decision when use was
acknowledged and outputs were reviewed together.?3 This aligns
with triadic care, where brief acknowledgment is paired with joint
review and lightweight documentation. In ambient scribe workflows,
explicit consent and clinician review of generated notes have been
crucial for sustaining trust.®

Yet transparency can backfire if overused. In a 2023 survey of 1455
members of the patient advisory members of Duke Health, a health
system provided by Duke University in the US, Al drafted portal
messages were rated more empathetic than human ones, but
satisfaction fell once participants learnt the messages came from
Al*4To avoid consent fatigue, proportionate approaches are needed,
prioritising consent for tools that pose meaningful risks (such as
Al systems recommending treatment changes or predicting disease
progression) or offer genuine opportunities for patient action (such
as Al generated care summaries patients can review and edit before
they become part of the medical record).?

Accountability is closely tied to observability. Primary care decisions
are iterative and uncertain, and generative Al can blur where
responsibility lies. Trials show that even when Al models outperform
physicians, the accuracy of clinicians with and without access to
them is similar,> underscoring that judgment remains human and
that knowing who used what, for what, with what effect matters for
learning and governance. Commercial systems require greater
clinical insight because of their market driven development and
limited visibility into training data, updates, and data reuse
policies.?> Without this visibility, product changes can outpace
safety processes and undermine trust. Commercial influence may
also indirectly shape care—for example, generative Al systems
trained on data from highly specialised clinical settings could risk
nudging clinicians and patients towards defensive medicine.

Finally, design and workflow determine whether transparency
becomes collaboration. Experience with electronic health records
shows that poor human-computer interaction creates burden rather
than value.2® Design principles for human-Al interaction,”” showing
why a system made a recommendation, displaying how certain it
is, allowing corrections, and providing secure sharing, make it
possible for clinicians and patients to examine Al outputs together.
These features do not resolve deeper questions about judgment or
trust, but they are the practical foundation for integrating Al safely
and transparently into care.

Integrating triadic care into the clinical encounter

Triadic care does not require wholesale redesign of healthcare
systems. It can be embedded through consistent transparency
practices, light touch policies, and practical tools that reinforce
trust, accountability, and shared understanding.

Health systems can support transparency with standardised
templates that clinicians adapt to individual consultations. Brief,
plain language scripts normalise Al openness for common scenarios
such as ambient scribes, decision support tools, and patient
generated Al content. Specific communication approaches clinicians
need to implement these practices effectively are dealt with
elsewhere in this series.?

Simple documentation structures can make Al use auditable without
creating burdensome paperwork. Adding an “Al involvement” field
in the electronic health record, with structured options for tool
name, purpose (eg, interaction check, differential diagnosis, note
drafting), and clinician response (accepted/modified/rejected with
reason) would require minimal effort. Recording a brief rationale
for rejecting an Al contribution makes patterns visible for safety
learning and monitoring equity, as the performance of models can
vary across different patient populations.8 22

Institutional policies can reinforce these habits. Organisations can
include Al related consent options in notification templates,
maintain registries of approved tools linked to regulatory clearance,
and adapt case reviews to ask what Al has added. Incident reporting
systems that flag Al related near misses create a record that services
can learn from.?° Since patients already use Al to research symptoms
and prepare questions, simple prompts such as, “If you’ve used any
online tools or Al, feel free to show me and we’ll review it together,”
normalise patient disclosure and create opportunities for joint
review.

Technology design is central. Vendors and health IT teams should
provide systems that let clinicians and patients see how Al arrived
at a suggestion, what inputs were used, and how confident the
system is. Useful features include explanations of recommendations,
uncertainty displays, editable outputs with version history, and
audit logs. Secure channels (for example, patient portals) can
support sharing when needed. These elements should be evaluated
based on whether they improve decision quality and patient
understanding. %7

Regulation and governance should keep accountability
proportionate, clearly defining who is accountable for what
while avoiding excessive regulatory burden. Clinicians will retain
responsibility for final clinical decisions. Organisations should
supply safe, validated tools and set out the conditions for their use,
procurement standards, staff training, performance monitoring,
and incident reporting (box 1).
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Box 1: Minimum transparency standards for generative Al tools used in
care

® Purpose and validation—State the intended uses, clinical contexts
evaluated, and headline performance with typical error rates

® Limits—Describe known limitations and situations where performance
falls off

Data and equity—Summarise the demographic and clinical data used
fordevelopment and testing and report performance across key patient
groups

® Updates and versioning—Note the update schedule, what changed,
and how changes are monitored

® Governance and data use—Explain data handling, auditability, and
routes for incident reporting and review

Vendors should be obliged to disclose purpose, limits, and update
schedules of their systems. Minimum disclosure standards should
apply whenever Al materially informs advice or documentation,
aligned with existing informed consent requirements.*? Regulatory
frameworks must also include technology companies directly,
mandating transparency in model capabilities and limitations.

Given the rapid evolution of generative Al, the immediate task is to
make its use sufficiently transparent to understand its effects on
clinical reasoning, patient autonomy, and the doctor-patient
relationship. Research priorities include describing real world use
by patients and clinicians; documenting prevalence and drivers of
non-disclosure®°?!; testing the safety and effectiveness of disclosing
Al involvement and jointly reviewing Al outputs® > %7; developing
minimal standards for documentation and audit®; designing
interfaces that support inspectable reasoning and collaboration?’;
and equity and language barriers.?8 29 Beyond documenting use of
Al, research must examine how it transforms the therapeutic
relationship itself, from one based on the doctor’s expertise to one
centred on helping patients interpret what Al tells them.

Alis already reshaping consultations in ways we are only beginning
to understand. Adoption of triadic care makes AI’s role visible and
enables inspection of its reasoning, collaborative testing, and
documenting of outcomes. This not only meets the immediate needs
for transparency and accountability but prepares medicine for a
deeper transformation as Al diagnostic capabilities approach or
exceed human performance. Transparency alone cannot resolve
the challenge of relying on reasoning neither party can fully verify,
but without it we cannot examine how Al affects clinical judgment,
patient autonomy, and therapeutic relationships, or develop
frameworks for medicine's evolution from knowledge holder to
interpreter of Al generated advice. With observable practices and
institutional support, medicine can grapple with questions it hasn't
fully articulated: what does clinical expertise mean when knowledge
is abundant, but verification is scarce?

Key messages

® Generative Al is already used by both clinicians and patients in
consultations, but its role often goes undocumented

® Triadic care—making Al use visible and its reasoning
inspectable—enables healthcare systems to study and govern Al’s
effects on clinical decisions

® Clinical expertise is shifting from knowing answers to helping patients
interpret Al generated information in context

® Simple infrastructure (documentation standards, transparent
technology, proportionate accountability) can make this shift
observable and safe
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® Research must examine how Al transforms the doctor-patient

relationship and develop frameworks for this evolution
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