
How generative AI affects patient agency
Generative AI is expanding access, understanding, and choice for patients but also creating new risks
and ethical questions, argue Charlotte Blease and colleagues
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What once sounded like science fiction is now a real
health encounter. Take a recent case that went viral
on social media.1 A patient receives a serious
diagnosis from their doctor. Concerned, they input
details of the medical scan into the artificial
intelligence (AI) platform ChatGPT, which offers a
less alarming interpretation. When the doctor
re-examines the case, they admit the AI was correct
and acknowledge the error.

This and many other patient stories2 raise urgent
questions about howgenerativeAI is shaping clinical
care. Public facing generative AI tools have been
available for only two years, and rigorous, peer
reviewed analysis on their uptake and impact from
patients’ perspectives is lacking. Nonetheless, the
rapid advancement of large language models (LLMs)
generative AI could profoundly alter the patient
experience, giving rise to triadic care, in which AI is
used andopenly discussed in the clinical encounter.3

Consumer applications, such as OpenAI’s ChatGPT,
Google’sGemini, andDeepSeek, canprovidepatients
with unprecedented access to medical information,
the potential for diagnostic insights, and even offer
compassionate support.4 5 They are changing how
patients access and act on health information, but
unless both autonomy and agency are explicitly
supported, these tools may exacerbate rather than
reduce existing inequalities. Autonomy refers to
patients’ ability to make informed and meaningful
choices; agency concerns their capacity and support
to act on those choices. Strengthening one without
the other risks creating a gap: patientsmaybe offered

rights they are unable to exercise or enabled to act
without having truly chosen.AlthoughgenerativeAI
applications span multiple specialties, this article,
part of a BMJ series on generative AI in the clinical
encounter (www.bmj.com/collections/gen-AI),
focuses primarily on their implications for patients
in primary care, including how the growing use of
ambient AI scribes for real time documentation
influences the consultation experience.

Generative AI as gateway to medical
expertise
The patient journey into care is evolving with access
to the internet and new generative AI tools (fig 1).
Despite limited evidence on how patients are
currently using generative AI, these tools may offer
new avenues for improving access to care, which
includes not only the availability of services but also
their affordability, accessibility, and acceptability.
For patients in under-resourced areas, such as rural
communities, and those who rely on public transport
or who face long wait times or high costs, generative
AI may offer low cost, on-demand access to health
information, even if it does not yet replace input from
clinicians. These toolsmay also improve accessibility
by simplifying medical language, offering
multilingual support, or being more easily usable by
patients with disabilities or limited health literacy.6
In terms of acceptability, there is evidence that
generative AI may reduce stigma, particularly in
mental health, by offering anonymous support to
those who feel uncomfortable discussing their
concerns with a clinician.7

Fig 1 | Evolution of the patient journey with access to AI
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Despite the potential of AI for widening access to expertise, uptake
and benefit are unlikely to be evenly distributed. Younger people
are likely to bemore inclined to adopt these tools8 whereas patients
already affected by digital inequities, such as older adults and
people in low income households or living in areas with limited
connectivity, may struggle to access or effectively use AI powered
tools. These groups are particularly vulnerable to being left behind,
exacerbating existing inequalities in access to healthcare.

Access is empowering only if it is genuinely
accessible—linguistically, culturally, and contextually. While
advances in generative AI have improved access for people who
speak majority languages,9 those who speak less widely used
languages face continuedexclusion.10 For example, the terminology
and framing adopted by generative AI health tools often reflect US
centric communication norms and healthcare system structures,
which may undermine their cultural relevance and resonance for
patients in different healthcare models and social contexts.6
Moreover, access to information alone may be insufficient if it is
not accompanied by access to essential treatments, medications,
or even basic infrastructure such as clean water and sanitation. In
such contexts, information can deepen frustration or reinforce
access inequities, rather than reduce them.11

Patient autonomy
Autonomy is the right and capacity of patients to make informed
choices that reflect their values, free from undue external control.
Unlike agency, which is about the power to act, autonomy
emphasises self-determineddecisionmaking. Therefore, generative
AI’s role in supporting patient autonomy depends on how it
mediates decision making. Support for patient autonomy requires
more than the passive delivery of information; it involves enabling
patients to interpret, weigh, and act on that information in ways
that reflect their values and circumstances.

Studies suggest that generative AI tools can improve patient
understanding by simplifying medical language and tailoring
content to individual needs, enhancing clarity and engagement in
care decisions.12 Patients often struggle to understand or remember
what their doctor is telling them during time constrained medical
visits. Information from generative AI can be accessed as required
and may be more comprehensive than that delivered in a
consultation.13

However, generative AI outputs are not inherently neutral—they
reflect underlying assumptions and framing that can subtly shape
patient decisions.11 Because these models are often trained on
non-representative data, their recommendations can systematically
underserve or mischaracterise the needs of patients from
marginalised communities.14 Further research is needed to
determine when, how, and for whom generative AI improves
comprehension, particularly compared with information given by
clinicians, and how it improves and aids clinicians in delivering
health information.

Relatedly, autonomy isn’t just about having a choice; it is about
being meaningfully able to exercise that choice, with support and
recognition of your own circumstances. Patients’ ability to make
decisions based on AI information is shaped by how they perceive
the tools: their cultural fit and perceived authority, and whether
they reinforce or reduce past experiences of exclusion. While some
recent studies suggest that generative AI can improve the clarity
and readability of medical information, most evidence remains
experimental and is often based on clinicians rating AI generated
content in blinded scenarios5 rather than patient perspectives.

AI scribes may also improve the accuracy of records and free
clinicians’ time for patient discussion, indirectly supporting agency.
However, they raise privacy and consent concerns, including how
patients are informed, how recordings are stored, and how data
may be used.15 Moreover, because AI scribes determine what is
recorded in the patient’s medical record—and thus what patients
later see and interpret—they can indirectly shape patient
understanding, autonomy, and trust. Finally, generative AI’s
tendency for sycophantic responses means it may not present the
most appropriate options—for example, tailoring lifestyle advice to
echo the user’s stated preferences without presenting evidence
based alternatives. Such superficial “choices” that mirror
algorithmicbiases rather thangenuinepatient priorities risk eroding
true autonomy.16

Added to this is the concern about the accuracy of patient
information. Generative AI tools are renowned for making
authoritative sounding errors (“hallucinations”), and a high
proportion of their recommendations can be dangerously wrong in
health contexts.17 For example, a recent case described a man who
developed bromism after following ChatGPT’s dietary advice to
replace table salt with sodium bromide, highlighting how
decontextualised AI guidance can mislead patients and cause
harm.18 These inaccuracies are not evenly distributed: evidence
shows that biases in training data can lead to worse
recommendations for women and minoritised groups for many
conditions, reinforcing existing health inequalities.19 Despite these
challenges, generative AI tools may outperform clinicians in certain
contexts, particularly in rare diseases, where medical professionals
often lack knowledge and patients report receiving inaccurate,
delayed, or outdated information.20

Turning patient choices into action
Generative AI tools have the potential to enhance patient agency
by offering personalised, accessible health guidance outside the
clinical encounter. This may be particularly valuable for patients
who feel uncertain, self-conscious, or fear being a burden when
raising concerns with clinicians. AI’s ability to provide instant,
round-the-clock responses may offer patients a sense of support,
particularly when processing difficult news or when they have
inadequate access to health professionals.7

Independent access to health information may also be valuable,
particularly for patients who feel dismissed in clinical settings or
excluded from traditional forms of expertise. However, genuine
agency depends not just on having a tool, but on being equipped
to use it in ways that are meaningful, safe, and aligned with your
needs. For example, a generative AI tool that helps schedule
medication reminders or find accessible exercise programmes can
bolster agency by turning decisions into actionable steps.

Similarly, there is evidence that patients managing rare diseases
or chronic conditions are already using generative AI tools such as
ChatGPT to fill persistent information gaps from conventional care.
For example, a patient with a rare condition could use a generative
AI tool to better understand test results and prepare questions for
an upcoming consultation, which could help them engage more
confidently in shared decision making. In 2025, a US survey found
that adults who live in households that have someone with a rare
disease were more likely than other households to engage in digital
health practices, including telehealth consultations, online peer
support, and using AI for health inquiries.20

Yet, agency is not equally distributed. As well as those with low
digital literacy and reduced access to digital tools, people who lack
dexterity, have speech impediments, or face cognitive challenges
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may find it difficult to use generative AI. Furthermore, the touted
interactivity of “digital first” health services often creates a
misleading veneer of patient control; in reality, opaque navigation
structures and concealed default settings subtly nudge people
towards predetermined actions in which commercial imperatives,
such as keeping people interacting with chatbots and disclosing
sensitive health information, routinely over-ride genuine patient
engagement.

Finally, patient trust in generative AI is essential for true agency:
patients will act on its recommendations only if they deem them
reliable, secure, and free from bias. Without that trust, even the
most personalised guidance risks being ignored or second guessed
(including by doctors), undermining patients’ capacity to translate
choice into action (box 1). Equally, driving cultural change among
clinicians could foster trust in generative AI tools, lessening
administrative burdens and thereby giving clinicians more time to
strengthen patient agency.

Box 1: Patient trust in AI

Public confidence in AI for healthcare is low. A Pew Research study found
that 60% of Americans would feel uncomfortable if their healthcare
provider relied on AI in their own medical care.21 A UK-wide survey found
that although the public broadly supports the use of AI to assist doctors,
especially in radiology, most are uncomfortable with AI replacing human
clinicians.22

Nevertheless, as AI assisted diagnosis and management plans become
more familiar, patients may begin to view generative AI integration as
part of standard care. Transparent and safe use will be essential to build
trust.
Data transparency and informed consent
• Data handling must be transparent—patients have a right to know

how their information is collected, stored, retained, shared, and
deleted

• Plain language informed consent is essential to uphold autonomy
and maintain public trust

• Privacy standards should be enforced at institutional, regional, and
national levels to prevent misuse, including unauthorised tracking or
cross border commercialisation of health data

• Clinicians and institutions have a duty to ensure meaningful consent
for emerging technologies, such as the expanding use of ambient AI
scribes

Embedding trust, equity, and safety in generative AI’s
future
To fully support patients, generative AI interventions must both
respect autonomy by offering unbiased information aligned with
their values and foster agencyby equippingpatientswith actionable
pathways and support structures to follow through on their
decisions. Robust regulation, education, and ethical safeguards are
essential to ensure AI enhances healthcare without compromising
patient safety. Policy makers must enforce transparency,
independent validation, andaccountability inAI drivenhealth tools
while strengthening digital health literacy to help patients critically
assess AI generated advice.

Equally, strict data protection measures must prevent the
exploitation of health information, ensure ethical AI development,
and maintain patient trust. Even well intentioned AI can introduce
gaps in accountability and trust. Errors or opaque reasoning in AI
recommendations may leave patients and clinicians unsure who is
responsible for adverse outcomes, while reports of misdiagnosis or
over-testing can erode confidence in both the tool and the treating
physician (box 2).

Box 2: Policy responses to challenges of AI
Improve accuracy in patient facing AI tools
Regulators should require all patient facing AI tools promoted as “medical
grade” topass a standardised “health advice accuracy” test before market
approval and mandate regular independent audits of outputs with public
reporting of errors. The EU AI Act’s focus on transparency and safety in
healthcare offers new reference points for these standards. In addition,
Spain has introduced strict labelling laws for generative AI content,
including in health contexts, with penalties for non-compliance.23

Ensure AI benefits the global majority
Governments and health authorities should follow the lead of India,
which has embedded regional language support and mobile access in
its digital health tools.24 Local and federal governments must mandate
use of local patient data—or high fidelity proxies—for training AI tools
and require annual cultural and language reviews together with academic
and community oversight.
Strengthen digital health literacy
The NHS is rolling out AI literacy programmes for clinicians and patients
to increase awareness of the risks of relying on AI generated diagnoses.
Accredited AI bias and safety modules should become part of clinician
revalidation, and government should fund community “AI in health”
workshops with plain language guides so patients can critically assess
AI advice.
Protecting patient data
•Regulators should require privacy impact assessments before AI tools
are used and whenever data use changes
•Health authorities should mandate audit logs, rapid breach alerts, and
patient rights to view, correct, or delete data
•Professional bodies should set clear protocols for documenting AI
assisted decisions

Further research is needed to assess generative AI’s long term effect
on patient outcomes and clinician-patient relationships. Without
robust accountability mechanisms and transparent reporting of
errors, AI risks deepening mistrust and safeguarding failures, even
under the strongest regulatory regimes. Embedding patient and
clinician feedback loops will be crucial to catch unintended harms
and maintain the integrity of the patient-provider partnership.
Understanding the dynamics of use will be essential for designing
AI systems that enhance patient autonomy and improve trust in AI
assisted care. Without a comprehensive approach that includes
regulation, education, data protection, and research, AI in
healthcare risks exacerbating inequalities rather than addressing
them.

Key messages

• Generative AI can transform patients’ access to expertise, but it must
also enable them to retain meaningful choice and the capacity to act
on that information

• Trust and benefits vary across user groups, and digital divides risk
exacerbating existing inequities in access and uptake

• Peer reviewed, patient centred studies are needed to assess the effect
of generative AI in clinical and patient facing settings

• Safeguards such as certification of accuracy, transparent data
governance, and support for AI literacy are essential to protect and
empower patients
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