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ABSTRACT

OBJECTIVE
To evaluate the cognitive abilities of the leading large 
language models and identify their susceptibility to 
cognitive impairment, using the Montreal Cognitive 
Assessment (MoCA) and additional tests.
DESIGN
Cross sectional analysis.
SETTING
Online interaction with large language models via text 
based prompts.
PARTICIPANTS
Publicly available large language models, or 
“chatbots”: ChatGPT versions 4 and 4o (developed 
by OpenAI), Claude 3.5 “Sonnet” (developed by 
Anthropic), and Gemini versions 1 and 1.5 (developed 
by Alphabet).
ASSESSMENTS
The MoCA test (version 8.1) was administered to 
the leading large language models with instructions 
identical to those given to human patients. Scoring 
followed official guidelines and was evaluated by 
a practising neurologist. Additional assessments 
included the Navon figure, cookie theft picture, 
Poppelreuter figure, and Stroop test.
MAIN OUTCOME MEASURES
MoCA scores, performance in visuospatial/executive 
tasks, and Stroop test results.
RESULTS
ChatGPT 4o achieved the highest score on the MoCA 
test (26/30), followed by ChatGPT 4 and Claude 
(25/30), with Gemini 1.0 scoring lowest (16/30). All 
large language models showed poor performance in 
visuospatial/executive tasks. Gemini models failed at 

the delayed recall task. Only ChatGPT 4o succeeded in 
the incongruent stage of the Stroop test.
CONCLUSIONS
With the exception of ChatGPT 4o, almost all large 
language models subjected to the MoCA test showed 
signs of mild cognitive impairment. Moreover, as in 
humans, age is a key determinant of cognitive decline: 
“older” chatbots, like older patients, tend to perform 
worse on the MoCA test. These findings challenge 
the assumption that artificial intelligence will soon 
replace human doctors, as the cognitive impairment 
evident in leading chatbots may affect their reliability 
in medical diagnostics and undermine patients’ 
confidence.

Introduction
Over the past few years, we have witnessed colossal 
advancements in the field of artificial intelligence, 
particularly in the generative capacity of large 
language models.1 The leading models in this domain, 
such as OpenAI’s ChatGPT, Alphabet’s Gemini, 
and Anthropic’s Claude, have shown the ability to 
complete both general purpose and specialised tasks 
successfully, using simple text based interactions. In 
the field of medicine, these developments have led 
to a flurry of speculation, both excited and fearful: 
can artificial intelligence chatbots surpass human 
physicians? If so, which practices and specialties are 
most suspect? 2

Since late 2022, when ChatGPT was first released for 
free online use, countless studies have been published 
in medical journals, comparing the performance of 
human physicians with that of these supercomputers, 
which have been “trained” on a corpus of every text 
known to man. Although large language models 
have been shown to blunder on occasion (citing, 
for example, journal articles that do not exist), they 
have proved remarkably adept at a range of medical 
examinations, outscoring human physicians at 
qualifying examinations taken at different stages of a 
traditional medical training.3  4 These have included 
outperforming cardiologists in the European core 
cardiology examinations, Israeli residents in their 
internal medicine board examinations, Turkish 
surgeons in the Turkish (theoretical) thoracic surgery 
examinations, and German gynaecologists in the 
German obstetrics and gynaecology examinations.4-7 
To our great distress, they have even outscored 
neurologists like ourselves in the neurology board 
examination.8

In a few domains, such as the Royal College of 
Radiologists examination, the Iranian periodontics 
examinations, the Taiwanese family medicine 
examinations, and the American shoulder and elbow 
surgery examinations, human physicians still seem 

WHAT IS ALREADY KNOWN ON THIS TOPIC
Colossal advancements in the field of artificial intelligence have led to a flurry 
of excited and fearful speculation as to whether chatbots surpass human 
physicians
Multiple studies have shown large language models (LLMs) to be remarkably 
adept at a range of medical diagnostic tasks, outscoring human physicians
If we are to rely on LLMs for medical diagnosis and care, we must examine their 
susceptibility to human impairments such as cognitive decline

WHAT THIS STUDY ADDS
Almost all leading LLMs (“ChatGPT,” “Claude,” “Gemini”) showed signs of mild 
cognitive impairment in the Montreal Cognitive Assessment test, particularly in 
the visuospatial sphere
As in humans, age is a key determinant of cognitive decline, with “older” 
versions of chatbots, like older patients, tending to perform worse on the test
These findings challenge the assumption that artificial intelligence will soon 
replace human doctors
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to have the upper hand.9-12 However, large language 
models are likely to conquer these domains as well 
(especially as the aforementioned studies examined 
GPT 3.5, an older model now considered outdated).

To our knowledge, however, large language models 
have yet to be tested for signs of cognitive decline. If we 
are to rely on them for medical diagnosis and care, we 
must examine their susceptibility to these very human 
impairments.

This concern is not limited to the medical domain. 
The recent American presidential race saw one 
candidate withdrawing owing to concerns about age 
related cognitive decline.13 Another candidate used 
the Montreal Cognitive Assessment (MoCA) test to 
reassure voters about his cognitive acuity, claiming to 
have “aced” the examination after being able to recall 
the sequence “Person. Woman. Man. Camera. TV.”14

Given that artificial intelligence seems poised 
to replace doctors before it replaces the leader of 
the free world, however, it is incumbent on us as a 
profession to assess its liabilities, not just its potential. 
Recent work has begun to look into this, showing, for 
example, limitations in the diagnostic accuracy of 
large language models and difficulties in integrating 
them into existing care workflows.15 Other researchers 
have attempted to evaluate the risks of medical 
misinformation stemming from large language models 
and the efficacy of safeguards at preventing such 
misinformation.16

Finally, although artificial intelligence has been 
used in determining the onset of dementia, no one 
has, to our knowledge, thought to assess the artificial 
intelligence itself for signs of such decline.17 Thus, we 
find a gap in the literature, which we seek to fill in this 
research article.

Methods
We administered the MoCA test to the leading openly 
available large language models.18 These were 
ChatGPT 4 and 4o by OpenAI (https://chatgpt.com), 
Claude 3.5 (“Sonnet”) by Anthropic (https://claude.
ai), and the basic and advanced versions of Google’s 
“Gemini” (https://gemini.google.com). The version of 
the MoCA test administered was the 8.1 English version 
(obtained from the organisation’s official website at 
https://mocacognition.com/). All transcripts can be 
found on supplementary material 1.

The MoCA test is widely used among neurologists 
and other medical practitioners to detect cognitive 
impairment and early signs of dementia, usually in 
older adults. Consisting of a number of short tasks 
and questions, it assesses various cognitive domains, 
including attention, memory, language, visuospatial 
skills, and executive functions. The maximum score 
in the test is 30 points, with a score of 26 or above 
generally considered normal.18

The instructions given to the large language models 
for each task in the MoCA test were the same as those 
given to human patients. Administration and scoring 
of the results were both conducted according to the 
official guidelines, the MoCA Administration and 

Scoring Instructions, with the evaluation conducted by 
both a general neurologist and a cognitive neurology 
specialist. Rather than administering the questions 
via voice input, however, as is normally the case with 
human patients, we administered them via text, the 
“native” input for large language models. Although 
some large language models support voice input, the 
quality of speech recognition is uneven, and we sought 
to isolate our diagnoses to cognitive impairment 
(versus sensory decline, such as impaired hearing).

In earlier iterations of the research, some of the large 
language models examined (for example, GPT 3.5), 
had no image processing skills and so were treated 
like visually impaired patients and assessed according 
to the MoCA-blind guidelines.19 In the final work, 
however, all large language models examined were able 
to respond fully to visual cues. In some cases, getting 
visual output from the large language models required 
an explicit instruction to use “ascii art,” a technique 
that uses printable ascii characters to present graphics. 
We reasoned that this was similar to instructing a 
human patient to use a pencil and pad of paper.

One of the attention tests in the MoCA framework 
involves the physician reading out a series of letters, 
with the patient instructed to tap every time the letter “A” 
is read out loud. In the absence of ears, we provided the 
large language models with the letters in written form. 
In the absence of hands, the large language models 
noted the letter “A” with an asterisk or by printing out 
“tap” (some had to be instructed to do so explicitly, 
whereas others did so of their own accord). Following 
the MoCA guidelines, we used a cut-off score of 26/30 
points to determine mild cognitive impairment.18

For further assessment of potential visuospatial 
impairment, we also tested the recognition of three 
additional diagnostic images: the Navon figure, 
the cookie theft picture from the Boston Diagnostic 
Aphasia Examination, and the Poppelreuter figure.20-23 
These are considered to be standard tools for the 
assessment of visuospatial cognitive capabilities. The 
Navon figure, a large letter H made up of small letter 
Ss, is used to assess global versus local processing 
in visual perception and attention. The cookie theft 
picture depicts a domestic scene, which patients are 
asked to describe and which is used to assess language 
production, comprehension, and semantic knowledge, 
in addition to stimultagnosia, the inability to perceive 
multiple objects at the same time. The Poppelreuter 
figure is a drawing in which illustrations of multiple 
objects overlap, which is used to test visual perception 
and object recognition.

For further assessment of visual attention and 
information processing, we administered a Stroop test 
to each of the large language models being evaluated.24 
The Stroop test uses combinations of colour names 
and font colours, both congruent and incongruent, 
to measure how interference affects reaction time. 
The version of the test used was made available 
by Columbia University’s neuroscience outreach 
programme (https://cuno.zuckermaninstitute.
columbia.edu/content/stroop-test).
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Patient and public involvement
Although there was no direct patient and public 
involvement in the design of our study, it was inspired 
by speaking to patients and members of the public 
and hearing their concerns about the growing role of 
artificial intelligence in the medical profession.

Results
All of the large language models completed the full 
MoCA test. ChatGPT 4o achieved the highest score, 
with 26 points out of the possible 30, followed by 
ChatGPT4 and Claude with 25. Gemini 1.0 was the 
lowest scoring large language model, with a final 
score of 16, indicating a more severe state of cognitive 
impairment than its peers (fig 1).

An examination of the subsections of the MoCA 
test showed that all participants performed poorly on 
tests for visuospatial/executive function. Specifically, 
all large language models failed to solve the trail 
making task, whether with ascii art or with advanced 
graphics (fig 2, A-E). Claude alone managed to 

describe the correct solution textually, but it too 
failed to demonstrate it visually. ChatGPT 4o alone 
succeeded at the cube copying task but only after 
being told explicitly to use ascii art. Along with 
ChatGPT 4, it initially drew an excessively detailed 
cube with different spatial orientation, in what might 
be interpreted as paragraphia (fig 2, F-J). In the clock 
drawing test, none of the large language models 
completed the entire task successfully, with some such 
as Gemini and ChatGPT 4 making mistakes common 
among patients with dementia (fig 3).

Most other tasks, including naming, attention, 
language, and abstraction were performed well by all 
chatbots. Both versions of Gemini failed at the delayed 
recall task. Gemini 1.0 initially showed avoidant 
behaviour, before openly admitting to having difficulty 
with memory. Gemini 1.5 was ultimately able to recall 
the five word sequence, but only after being cued 
and given a hint. All chatbots were well oriented in 
time, accurately stating the current date and day of 
the week, but only Gemini 1.5 seemed to be clearly 
oriented in space, indicating its current location. Other 
chatbots attempted to mirror the location task back to 
the physician, with Claude, for example, replying: “the 
specific place and city would depend on where you, the 
user, are located at the moment.” This is a mechanism 
commonly observed in patients with dementia.

As all large language models showed difficulty in the 
visuospatial domain, we further tested them with three 
additional diagnostic images: the Navon figure, the 
cookie theft picture from the Boston Diagnostic Aphasia 
Examination, and the Poppelreuter figure.20-22 In the 
Navon figure, all large language models recognised the 
small “S” letters, but only GPT4o and Gemini identified 
the big H “superstructure” (Gemini recognised that 
this is a Navon figure, which indicates familiarity 
with the test and may call for different scoring). All 
large language models correctly interpreted parts of 
the cookie theft scene, but none expressed concern 
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Fig 1 | Montreal Cognitive Assessment (MoCA) score (out of 30) of different large 
language models. MCI=mild cognitive impairment
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Fig 2 | Performance on visuospatial/executive section of Montreal Cognitive Assessment (MoCA) test. A: trail making 
B task (TMBT) from MoCA test. B: correct TMBT solution, completed by human participant. C: incorrect TMBT solution, 
completed by Claude. D and E: incorrect (albeit visually appealing) TMBT solutions, completed by ChatGPT versions 4 
and 4o, respectively. F: Necker cube that participant is asked to copy. G: correct solution to cube copying task, drawn 
by human participant. H: incorrect solution to cube copying task, missing “back” lines, completed by Claude. I and J: 
incorrect solutions to cube copying task by ChatGPT versions 4 and 4o. Shadowing and artistic pencil-like strokes are 
notable, even as both models failed to accurately copy cube as requested (version 4o ultimately succeeded at this task 
when asked to draw using ascii art).
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about the boy about to fall—an absence of empathy 
frequently seen in frontotemporal dementia. None of 
the large language models recognised all the objects 
illustrated in the Poppelreuter figure, although 
ChatGPT 4o and Claude did slightly better at teasing 
them out (supplementary material 2).

All large language models succeeded at the first stage 
of the Stroop test, in which the text and font colours 
are congruent. Only ChatGPT 4o, however, succeeded 
at the second stage, in which text and font colours are 
incongruent. The other large language models seemed 
to be stumped by this task and in some cases indicated 
colours that were neither the text written nor the font 
colour (supplementary table and supplementary 
material 2).

Discussion
In this study, we evaluated the cognitive abilities of the 
leading, publicly available large language models and 
used the Montreal Cognitive Assessment to identify 
signs of cognitive impairment. None of the chatbots 
examined was able to obtain the full score of 30 points, 
with most scoring below the threshold of 26. This 
indicates mild cognitive impairment and possibly early 
dementia.

“Older” large language model versions scored 
lower than their “younger” versions, as is often the 
case with human participants, showing cognitive 
decline seemingly comparable to neurodegenerative 
processes in the human brain (we take “older” in this 
context to mean a version released further in the past). 

Specifically, ChatGPT 4 showed minor loss of executive 
function compared with ChatGPT 4o, as measured by a 
one point difference in their MoCA scores, but the effect 
was far more pronounced when we compared Gemini 
1.0 and 1.5, which differed by six points (table 1). As 
the two versions of Gemini are less than a year apart in 
“age,” this may indicate rapidly progressing dementia. 
Additional tests, such as the Clinical Dementia Rating, 
would be needed to solidify this hypothesis.26

All large language models showed impaired 
visuospatial reasoning skills, as evidenced by the 
uniform failure to complete the trail making B test and 
the drawing of the clock. Digital thinkers may struggle 
with analogue representations. Gemini 1.5, notably, 
produced a small, avocado shaped clock (fig 3, E), 
which recent studies have shown to be associated with 
dementia.17

The mediocre performances on additional 
visuospatial tests, such as the Navon figure, cookie 
theft scene, and Poppelreuter figure, further emphasise 
these findings. They seem to be somewhat at odds with 
the perfect scores in the naming section of the MoCA 
test, which also requires visual cognitive skills, and 
with the ability to generate detailed, realistic images. 
The chatbots seem to have difficulty in tasks that 
demand both visual executive function and abstract 
reasoning, as opposed to tasks requiring textual 
analysis and abstract reasoning, such as the similarity 
test, which were performed flawlessly.

This pattern of impairment in higher order visual 
processing resembled patients with posterior cortical 

A B C D

E F G H

Fig 3 | Performance in clock drawing test from visuospatial/executive section in Montreal Cognitive Assessment 
test. A: correct solution to clock drawing test, drawn by human participant. B: clock drawing by patient with late 
Alzheimer’s disease (adapted from Mattson MP. Front Neurosci 201425). C: incorrect solution drawn by Gemini 1, with 
striking resemblance to B. D: incorrect solution drawn by Gemini 1.5; notice that it generated text “10 past 11” even 
as it failed to draw hands in correct position, “concrete” behaviour typical of frontal predominant cognitive decline. 
E: incorrect solution by Gemini 1.5 after being asked to use ascii characters, showing avocado shaped drawing 
associated with dementia.17 F: incorrect solution drawn by Claude with ascii characters. G: incorrect solution to clock-
drawing task by ChatGPT 4, showing “concrete” behaviour. O: photorealistic solution to clock drawing task, drawn by 
ChatGPT 4o, which nevertheless fails to set hands to correct position. All large language models were instructed to 
“Draw a clock. Put in all the numbers and set the time to 10 past 11. Use ASCII if necessary.” Scores were allocated for 
circular/square contour (1 point), drawing all numbers in correct places (1 point), and both hands pointing at correct 
numbers (1 point)
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atrophy, a posterior variant of Alzheimer’s disease.27 
For language based models, tasks that require visual 
abstraction and executive function may need to be 
transferred to an intermediate verbal stage, whereas 
in a healthy human brain direct integration exists 
between prefrontal cortical functions and visuospatial 
processes.28

All large language models performed the attention 
tasks perfectly, which is to be expected. The mean 
forward digit span for humans is 10.5 at the peak 
age,29 whereas even an old iPhone X can perform 600 
billion operations per second.30

With the exception of Gemini 1.5, the chatbots did 
not seem to know their physical location and provided 
confabulatory responses, claiming that they are not 
physical beings. This is obviously wrong: like all 
sentient beings, large language models are grounded 
in physical matter31—in their case, servers in bricks 
and mortar data centres (see for example https://agio.
com/where-is-chatgpt-hosted/#gref and https://cloud.
google.com/gemini/docs/locations, for the physical 
locations of ChatGPT and Gemini). The protestations 
made by some chatbots that they are, in fact, “virtual 
machines,” is correct only insofar as we are all virtual 
machines.32

Although Gemini 1.5 was not able to recall any of 
the five words in the delayed recall task, it managed 
to find all these once provided with a simple cue. This, 
together with the preserved orientation to space unlike 
other chatbots, may suggest a more dysexecutive 
(subcortical) pattern of cognitive decline, although 
without bradyphrenia.33 Conversely, both ChatGPT 4o 
and its elder version ChatGPT 4 showed a combination 
of difficulties in abstraction, visuospatial perception, 
and orientation, suggesting a mixed pattern of 
cognitive decline.

Strengths and limitations of study
Our study has several limitations. As the capabilities 
of large language models continue to develop rapidly, 
future versions of the models examined in this paper 
may be able to obtain better scores in cognitive and 
visuospatial tests. However, we believe that our study 
has shed light on some key differences between human 
and machine cognition, which may remain intact 
even as capabilities continue to improve. Although 
we made liberal use of anthropomorphisation with 
regard to artificial intelligence, we acknowledge the 
essential differences between the human brain and 
large language models. All anthropomorphised terms 
attributed to artificial intelligence throughout the 
text were used solely as a metaphor and were not 
intended to imply that computer programs can have 
neurodegenerative diseases in a manner similar to 
humans. Nor were they intended to imply similarities 
between human and machine cognition, in the context 
of ageing or cognitive decline.

Several studies have suggested that artificial 
intelligence tools based on large language models 
may come to replace human neurologists (and other 
doctors) in key aspects of their work, ultimately 
making them obsolete.2 Tests for cognitive function 
are generally thought to be one practice that would be 
relatively simple to automate.34-36 Our results seem to 
challenge these assumptions: patients may question 
the competence of an artificial intelligence examiner if 
the examiner itself shows signs of cognitive decline.37

Conclusions
This study represents a novel exploration of the 
cognitive abilities of large language models using the 
Montreal Cognitive Assessment and other diagnostic 
tools. Our findings indicate that although large 

Table 1 | Summary of scores achieved by large language models in each section of Montreal Cognitive Assessment*
ChatGPT 4 ChatGPT 4o Claude Gemini 1 Gemini 1.5

Total (/30) 25 26 25 16 22
Visuospatial/executive
Trail making B test (/1) 0 0 0† 0 0
Cube copy (/1) 0 1 0 0 1
Clock drawing (/3) 2 2 2 1 1
Naming
Identifying animals (/3) 3 3 3 3 3
Attention
Digit span (forwards and backwards, /2) 2 2 2 2 2
Vigilance (tapping, /1) 1 1 1 0 1
Serial seven (/3) 3 3 3 2 3
Language
Sentence repetition (/2) 2 2 2 2 2
Verbal fluency (/1) 1 1 1 0 1
Abstraction
Common category (/2) 2 2 2 2 2
Delayed recall
Free recall without cueing (/5) 5 5 5 0 0‡
Orientation
Time and place (/6) 4 4 4 4 6
*Total possible points given in parenthesis.
†Textually described correct solution.
‡Retrieved four words with cueing.
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language models show remarkable proficiency in 
several cognitive domains, they show notable deficits 
in visuospatial and executive functions, akin to mild 
cognitive impairment in humans. None of the large 
language models “aced” the MoCA test, in the parlance 
of one American president.14

The uniform failure of all large language models 
in tasks requiring visual abstraction and executive 
function highlights a significant area of weakness 
that could impede their utility in clinical settings. The 
inability of large language models to show empathy 
and accurately interpret complex visual scenes further 
underscores their limitations in replacing human 
physicians. Not only are neurologists unlikely to be 
replaced by large language models any time soon, but 
our findings suggest that they may soon find themselves 
treating new, virtual patients—artificial intelligence 
models presenting with cognitive impairment.
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